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Before I begin to draw my non-representational picture of mind, however, let me take a closer look at its skeleton - the seven factors on which the critique in Part I focused.

The non-semantic factors

Although conceptually independent, the three main lines of my present critique are similar in that they all underline the significance - indeed, the primacy - of factors ignored by RCVM (the Representational-Computational View of Mind). Seven such factors were noted: 

· the context of cognitive activity and 

· the medium in which it is expressed, 
· the body,
· the external physical world and 
· the social other,
·  the non-cognitive faculties of affect and motivation,
·  and time. 
On the one hand, each of these factors is associated with a characteristic excluded by the definitions of semantic representations in (**) of Chapter 1. On the other hand, each presents pattrns of human behaviour that are ignored by RCVM and cannot be accounted for by representational models. Henceforth, these seven factors will be referred to as the non-semantic, non-representational factors, or non-SR for short. 

The definition of at least some of these factors calls for further clarification. Following the order of the discussion in Part I, I shall begin with context. Remarkably, while the appreciation of contextual effects is, nowadays, standard, the notion of context itself is universally taken to be self-evident. Indeed, a perusal of the literature reveals that in almost all cases, this notion is not defined (for notable exceptions see Clark and Carlson, 1981; Rogoff, 1982; Sperber and Wilson, 1986). But then, what is context? How should it be defined and socharacterized as to be incorporated within one's modelling of mind? What does it mean to say that 'the meaning of a word varies with context'? The following discussion will show that these all but ignored definitional questions have some far-reaching ramifications. The standard definitions of the term ‘context’ in English dictionaries (this is true for both the Oxford and the Webster Collegiate dictionaries) have a linguistic orientation. Context is defined in terms of the linguistic units in conjunction with which words appear. Yet, for psychology the characterization of context in terms of words is to onarrow. Psychological contexts are not merely words that surround  other words.
A second option is to define context in terms of states of affairs in the world. By this definition, context is constituted of the states of affairs in which entities are found (incidentally, both the Oxford and the Webster dictionaries choose this as their second definition). For psychology this second definition is problematic as well. Again, the problem is that of the appropriateness of the domain of discourse: psychology is not exhausted by states of affairs in the external physical world. Moreover, the characterization of context in terms of such states leaves unexplained the relationship between cognitive agents and the contexts in which they operate.

The inadequacy of the second option directs one inwards and brings forth a third possible option for the definition of context, the representational one. By it, mental representations specify both the knowledge of cognitive agents and the contexts in which they live and act. This is the option chosen by the rare representationally minded cognitive scientists whoaddress themselves to the definition of context. For instance, Sperber and Wilson (1986) define context as 'the set of premises used in interpreting an utterance' (p. 15).

The representational characterization of context will not work either. With it, all the problems of contextual variation noted in Chapter 2 pop up again, introduced through the back door, soto speak. In adopting the representational option, one attempts to salvage the representational characterization of single semantic items only to confront the impossible task of offering a representational characterization of entire contexts. Students of human behaviour whofailed to account for language in representational terms now take it upon themselves to account for the description of all of reality in such terms. Of course, there is noreason to expect the latter task to be any easier than the former. The representational option, then, presents a Pandora's box of which the student of cognition should beware.

In sum, context can be defined neither in linguistic terms, nor in representational ones, nor should it be pushed out to the external world. This presents an impasse: context can be accounted for neither in terms pertaining to the internal domain (for then, the epistemic problems are exacerbated), nor in terms pertaining to the external domain (for then, it becomes cognitively unaccountable). This suggests that context should be defined in a terminology which, by its nature, is neither internal nor external but interactionalist - pertaining to the interface between the internal and the external worlds. Terminologies of such kind have been suggested by several non-orthodox, non-representational theoretical frameworks (see Gibson, 1979; Maturana and Varela, 1980; and Bickhard and Terveen, 1993; I shall return to them in Chapters 20 and 21).
A moment’s reflection reveals that the logic of this argumentation is quite remarkable. I introduced the problem of context in the first line of this critique. This is in line with standard practice in the literature: context is normally associated with the epistemic aspects of cognition. The foregoing analysis reveals, however, that context and the problems it presents alsopertain to the second, functionalist line of the critique. Context undermines the representational enterprise in that it marks the limitation of RCVM not only in characterizing the knowledge people have and the semantics of natural language, but alsoin accounting for the relationship between the mind and the world. Thus, distinct as the twolines of critique are from a conceptual point of view, in substance they are intertwined. The epistemic study of knowledge and behaviour cannot dissociate itself from the functionalist consideration of the relation of cognition to whatever surrounds it.
Essentially, medium is the matrix of the contingent particulars by which cognitive expressions are articulated. In Chapter 4 I focused primarily on the phonological or graphological medium of the words of language. But, as noted, contextual domains and cultural frameworks may be regarded as media as well. And, of course, soare the different modalities of the arts. Medium, however, does not appertain solely to language and the products of culture. As shown in the discussion of tying shoes in Chapter 11, tools and instruments alsohave a medium. Each tool, each instrument has its own constitution, its build, its shape, its texture. These all impose a particular way of handling, a particular manner of operation. In the most general fashion, then, medium is what gives things their concreteness, what makes them real.
One should, however, not be misled by the way things are expressed in language. It is not that there are cognitive expressions or performances and there are the media in which they are realized. As noted in Chapter 4, content and medium are intertwined and there is nosense in regarding them as twoseparate components. Furthermore, there is nosense in talking of cognitive expressions and performances without specifying the medium in which they are articulated. Unarticulated thoughts, words and deeds simply donot exist. When thought, word or deed doexist, they are realized in a medium which is part and parcel of their identity, just as any aspect of their content is. In line with this are the claims made by Kolers and Smythe (1984) on what they term 'personal symbols' (see Chapter 2): 'Personal symbols are not written on any "mind stuff ' that permits their being examined independently of their being experienced" (p. 290). Incidentally, there is an affinity between the point made here and ones in Chapter 16. The postulation of a ‘mind stuff’ for cognition to take place in is another facet of the assumption of place. And like the postulation of absolute space, that of independent medium is not needed. Just as (by the theory of relativity) matter and space are intertwined, soare cognitive expressions and their medium (as well as their context).
Since neither context nor medium is an entity or constituent having independent existence, they are not usually acknowledged outside theoretical psychological discussions. It is only when one is engaged in the study of mind that one appreciates that cognitive performance is affected by variations of context and is sensitive to the contingencies of medium. One inspects behaviour and concludes that the cognitive system is context-dependent and medium-sensitive. Thus, rather than being given, independent factors, the twomark, in effect, properties that the cognitive system exhibits. Not sothe factors presented in the second line of this critique. The body, the world and the social other have independent existence of their own, a peuple have direct acquaintance with them, and acknowledgement of their existence and significance is not confined to the theoretical psychological realm. While not manifestly present in the external world, motivation and affect are alsoacknowledged pretheoretically and are directiy known by all. For this reason, unlike context and medium the four factors noted donot call for further definition.
I will, however, clarify twoof the factors - the world and the so-called non-cognitive faculties of mind. The world with which psychology is concerned is not one that exists prior to and independently of the behaving agent. Psychologically speaking there is noworld but that in which cognitive agents live and act. As far as the cognitive system is concerned, the world is the to tality of what it senses and perceives, the to tality of what affects it and what it, in turn, affects. As indicated in both the first and second lines of the critique, the world in which agents live and act is not an agglomerate of senseless entities. Rathier, it is invested with meaning. Indeed, it is the to tality of meanings that the agent invests in it. These, in turn, come into being in the manifold of actions that the agent realizes in the world, and which the world, on its part, enables the agent to realize. Again, the verbal labels are misleading. As I have shown throughout the second line of this critique, perception and action are intertwined. One perceives the world in terms of the to tality of actions one exercises in it, one acts in the world that one perceives (for further discussion, see Neisser, 1976). In the ecological-psychological literature, as well as in my discussion of the world in Chapter 8, the co-definition of cognition and world was basically related to perception and action. Sensory perception, however, is not the only filter that defines our world. We a see the world in terms of our past experi​ence, our vested and momentary interests, our desires, wishes and expectations. As noted, the world is not confined to the physical realm of the natural world. In addition to physical objects it includes tools and artefacts.
Similarly, volition is not an independent module driving the self into action. There is nosense in separating the cognitive agent's wishes, motives and desires from the overall matrix of one's knowledge and belief. These a develop throughout the course of a lifetime. On the one hand, they reflect the experience individuals have accumulated. On the other hand, they determine how individuals see the world and what they take to be the knowledge they possess. In fact, it may be said that a person is, in effect, the sum to tal of all his or her desires, wishes and interests as well as the beliefs that these have generated and the experiences to which they have led.
Being more complicated than the others, the factor time and its definition were discussed at length in Chapter 12. Let me just repeat that psychological time is distinct from physical time. Like the world, psychological time is not an abstract, independendy defined dimension, and like the world, it is invested with meaning. Psychological time, in other words, is not a receptacle in which events take place. To view time in this manner is, again, a sympto m of the assumption of place. Like context and medium, psychological time cannot be separated from cognitive expression and activity.
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Action in the world

The second component of my picture of mind has to dowith the mind's mode of operation. The discussion of this component relates primarily - but not exclusively - to the second, functionalist line of this critique. What is the basic ability of the mind? What is the cognitive system essentially designed to do? By RCVM, this basic ability is the manipulation of symbols. Since these are constituents of semantic representations, with the demise of these representations, symbol manipulation can nolonger be held to be the basic activity of the mind. My alternative picture of mind grounds cognition in action in the world.
The characterization of action in the world as the basic capability of mind is twofold: it marks the primacy of action relative to pure cognition, and underlines the situated nature of cognition. Empirical data supporting this twofold characterization were presented throughout the second line of the critique. As argued, the primacy of action manifests itself phenomenologically, procedurally, developmentally and systemically. Taken to gether, these varions manifestations suggest that the principles of operation underlying paradigmatic cognitive activities - language, memory, perception, reasoning and problem solving - are akin to those met in executing action in the external world - in moving about in the world, in the manipulation of objects, and in interaction with other human beings. Even when confined to the internal demain, cognitive activity may be carried out through the simulation of action in the theatre of one's mind. Furthermore, as will be further argued below, the development of the cognitive system and its evolution in time could not have been possible had this system not been grounded in action. As noted in Chapter 14, grounding cognition in action alsoresults in a coherent overall picture both onto genetically and phylogenetically.
The characterization of action in the world as the cognitive system's basic capability entails shirting the locus of cognition. At first glance it seems trite to say that cognition, like psychological processes in general, takes place in one's head. By RCVM, cognition is achieved by the manipulation of symbols in semantic representations, and these are, of course, internal. However, once action replaces symbol manipulation as the cognitive system's basic ability, the locus of cognition is shifted. While symbol manipulation is defined with respect to a space of internal mental representations, action is defined in the domain of the real, external world. As employed here, the last epithet is to be contrasted with 'internal'; it may refer either to the external domain proper or to the interface between it and the internal one.
My characterization of cognition as external is threefold. First, it pertains to principles of functioning. As argued throughout this discussion, the basic principles of cognitive activity are of the type governing action in the external world. Even when it is conducted in the internal province of the mind, cognitive activity is achieved through operations akin to those people employ in manifest action in the physical and social worlds.
Second, the characterization pertains to realization. Cognitive performance manifests built-in reliance on the external world. For cognitive activity to take place, the world has to be there. Not only dothe body, the physical world and the social other facilitate cognitive performance and enhance both its quality and its flow, they are necessary for cognitive activity to take place and be realized. In other words, the cognitive system is constructed in a manner that presupposes the existence and availability of the world. Cognitive operations are to be executed in the world, to make use of its on-going contributions. Without the world's availability, these operations are not defined, the conditions for their application are not met, and the momentum necessary for their continued execution is lacking. This requirement is ingrained; it is part and parcel of the way the cognitive system is structured. The requirement manifests itself both in the workings of the mature adult mind and in the development of the child: without there being an external world in all its manifestations, cognitive activity cannot proceed and cognitive development cannot start.
Third, there are theoretical considerations. The characterization indicates that cognitive scientists searching for regularities in their domain of interest (and this is, after all, the goal of a science) should not confine their quest to the internal domain. Rather, they should look at the coupling of the internal and the external. It is only there that meaningful regularities are to be found.
Thus, cognition is both situated and realized in the world. In order to appreciate this better, let me refer to a case discussed in Chapter 11 - swimming. As pointed out, one cannot swim without being in water. Nomatter how well-coordinated one's hand and leg movements are, without water they donot constitute swimming. Moreover, not only does the moving of one's limbs (and even to rso) in the air not constitute swimming, but it is difficult to carry out such movements out of water.
What is the water's contribution to swimming? First, the ongoing, flexible interaction with the world frees the cognitive system from the need to specify fully all the information pertaining to the performance in question. In this context, the term 'information' is meant to encompass both the knowledge associated with the task at hand and the plan for its execution. The swimmer does not have a complete plan specifying every move about to be made, nor is he or she in possession of all there is to know about the given water environment and about swimming in it. Rather, the swimmer is in tune with the water. As the water conditions change, the swimmer's body posture and movement change as well. Thus, swimming in the water may be likened to flying on auto matic pilot. Before starting, the swimmer has to make a number of decisions: which particular body of water to enter, where to go, which style of swimming to adopt, what basic speed and energy level to opt for. Then much of what one does is set, one has only to keep one's eyes open and watch for the unsolicited, never-ending fluctuations of the water. Indeed, it is precisely because somuch is already set by one's being situated in the water that the accommodation is manageable.
The reliance on the environment is not only practical in that it reduces memory load, it is vital. Even if one's memory capacity were unlimited, the pertinent information could not be specified in full. This is, after all, the moral of the first, epistemic line of this critique. Like the bird mentioned in Chapter 11, the swimmer traverses a trajecto ry defined by equations he or she cannot formalize, let alone solve. As indicated by students of the ecological school, moving along the trajecto ry is an on-going, dynamic process in which, through continuous adjustment to changes in the environment, the swimmer (and behaving organisms in general) maintains a stable flow. This flow, mark, is not given as such, but constituted by the very encounter of the moving agent and the world.
Second, the encounter with the water lends the particular act of swimming its specific identity. Out of water, there is noswimming, and in each body of water swimming receives different course and shape, hence different identity.
The third contribution of the water pertains to the extension of action in time. Being situated in the same body of water makes the sequence of one's actions one single, continuous activity. Like the representational slices of time dismissed in Chapter 12, the isolated operations specified in strict computational terms eannot connect into the one, smooth unity that manifests itself phenomenologically. Situated actions like the swimmer's, however, can. The water is there, in place, and it serves as a glue - as that which makes the successive movements of to rsoand limbs one integrated act of swimming. But just as there is nosense in postulating ato mic slices of time, sothere is none in postulating ato mic segments of action. Therefore, the glue has to be all-encompassing. In other words, action has to be continuously immersed in the world.
Admittedly, swimming is not the cognitive behaviour par excellence. Yet, this activity is, I find, illustrative: it concretely manifests what is, in essence, true of cognition in general. In order to perform, the cognitive system has to have a world at its disposal. Cognitive activity, by its very nature, is to be carried out in the world and unfold in it. Without the world, nocognitive activity is possible.

Context, medium and action

The example of swimming also highlights the role of both context and medium. Specifically, it indicates that action has to be immersed in context, and that for it to be realized it has to be carried out in a medium. The following comments tie to gether context and medium on the one hand, and action on the other.
In Part I, context was presented primarily as a 'negative' factor (ie., one inducing effects that RCVM cannot handle). Yet, as pointed out to wards the end of the discussion in Chapter 2, context-dependence is highly advantageous. Given that it is impossible to specify all the information about all the possible scenarios in the world, it is crucial to make use of as much help as one can get from the world in situ at the time of the execution of action. As pointed out in Chapter 2, if this were not the case, language would not be possible. Language is salvaged by being incomplete and not fully differentiated. As noted, the words of language are inherently polysemous and metaphorical. Hence, used in context, the word gains specific, differentiated meaning, and in different contexts the same word will have different meanings. The word is like a tool that on different occasions may be used in different ways. And as in the case of tools, the manner of employment is not fully specified (or even known) before the actual execution of tasks. Like the swimmer who relies on the water, the speaker of language (as well as its hearer) relies on the context. The reliance is so ingrained that one is usually not even aware of it. (Manifestly, most people are not aware of the metaphoricity and pervasive polysemy of words.)
Thus, the cognitive system's sensitivity to context is a reflection of its basic mode of operation. The cognitive System is sensitive to context not because context is something that it must be constantly concerned with, but because only in context does it exist. For action to gain its identity and be individuated, context is necessary, because the cognitive system is built precisely for that – to act in the world, that is, in a given context.
This brings us full circle. Above, I noted that the definition of context brings one from the first line to the second; here is a converse pattem - the consideration of action brings one back to the context. On the one hand, for it to be definable context demands that there be an interaction between agent and environment. On the other hand, for action to be realized there must be a context in which it takes place.
What, however, is the context of action in which cognition takes place? By now, the answer is clear. It is the world; or rather, the complex defined by the non-SR factors considered in the second line of the critique. Specifically, cognition takes place as the embodied mind encounters the physical and social worlds.
What I am suggesting is that the relationship between meaning and context is a specific, albeit central, manifestation of that between action and the world as defined above. As suggested by Searle (1983), action is embedded in a background, that is, the to tality of all that the cognitive agent (implicitly) knows. My suggestion is that the world serves as such a background. As argued by Heidegger (1962) and other continental philosophers (see Chapter 2), throwness in the world is a necessary condition for both being and action.
Just as it requires context, so action requires a medium. In Part I, I signalled the significance of the medium in which cognition is articulated; now I can show why this is the case. The reason should, by now, be evident: it is the actional character of cognition. As I observed, action realizes itself in the concrete, and has no existence otherwise. Medium lends action, and with it cognition, its concreteness.
In Chapter 4, medium was primarily presented as comprising the non-semantic aspects of language. The discussion here suggests a generalized notion of medium. Just as language attains concreteness and is realized in phonology and syntax, so cognitive performance attains concreteness and is realized in the space spanned by the non-SR factors of body, world and social other. In particular, discourse is realized in the on-going encounter with other people; memory is to a great extent realized when one engages in an interaction with objects, be they physical or ideational; thinking and problem solving are realized as the embodied self interacts with both physical objects and other persons or, in their absence, with mental models and virtual others that serve as substitutes for them.
But remember, language is misleading. It is not that there are things and there are realizations that correspond to them. Just as there eannot be a natural language without a particular phonology (have you not at tirnes wondered how funny each language really sounds and whether it would not be more natural to have languages without such funniness?), just as there cannot be a soul without a body and a person without a face (indeed, an individual without a particular personality), sothere cannot be action - hence, cognition - without a medium.
I will mention here a notion that ries in strongly with concreteness - resistance. In general, it may be argued that only when they encounter some impedance do things gain an identity of their own. For it to conduce an electric current, a conducto r has to have a certain resistance. Bearing in mind this physical fact, Freud argued that it is a person's resistance, his or her inflexibility and limitations, that make him or her have a personality (for discussion, see Erikson, 1969, in particular pp. 65-66). The moral of the present discussion is that this is true of cognitive performance in general.
Context and medium are related. Critically, both mark the extreme sensitivity of human cognition to variations that cannot be fixed by a determinate coding system. Positively, they are the determinants that render cognition and cognitive activity real. Context defines the setting of cognitive activity; medium defines the manner in which this activity is articulated. To gether, the two define the domain in which cognitive activity takes place.
So far in this book, context and medium have been presented as two distinct factors, but, as suggested in the first line of this critique, there is no clear-cut demarcation between the two. Hence, context and medium may be taken to gether and characterized as the two determinants of the space of context-medium. This space defines the domain of the cognitive. Just as physical phenomena take place in a space of time and place, so psychological phenomena take place in a space of context and medium.

Time

Time encompasses all the other non-SR factors. Indeed, as pointed out throughout the third line of this critique, it permeates cognition and all cognitive activity is impregnated with it. It is not that there is a cognitive system, and the factor time is added to it soas to account for how the system changes and develops. Rather, dynamic change over time (as contrasted with fixed structures coupled with a reperto ry of computational operations) defines the cognitive system and underlies its mode of operation and all its accomplishments. As pointed out in the existential and phenomenological philosophies of Bergson, Heidegger, Sartre and Merleau-Ponty, without time, being would become meaningless and self-hood and individual identity would be inconceivable.
Time and temporality pose conceptual problems that the other non-SR factors do not. Indeed, figuring out the nature of time and temporality is a challenge that has preoccupied philosophers and scientists throughout histo ry. This book will not solve these problems. Here I confine myself to defining the place of time in the picture of mind drawn here and marking its specifically cognitive contribution.
Just as the cognitive system is designed to act in the world, so it is designed to act in time. Cognitive activity unfolds in time. In other words, in order for it to gain realization, cognitive activity has to extend in time. I have shown this in the discussion of temporality and the compression of time in Chapter 12, where I pointed out the notable case of music: music has no existence but as it unfolds in time - as it is conceived, composed, written down, read and, of course, played or sung. But, note, this is just like a painting having no existence except on the canvas. And in general, an action not executed (or enacted in the theatre of one's mind) is not action. These analogies suggest that time is a factor completely analogous to the other non-SR ones I have considered: an external factor in which cognitive activity is realized. And like all other so-called external factors, it is part and parcel of cognitive being and action: the two are mutually defined and have no independent existence.
Learning and cognitive development

The grounding of cognition in time and the functional commonality between time and the other non-SR factors is most apparent in learning and cognitive development. Auto nomous representational cognition inevitably drives one to the conclusion that learning is not possible. If the child is viewed as an isolated individual who has to acquire the knowledge of both language and the world all by him- or herself one is stuck. On the one hand, the child does not have the ability to generate the requisite knowledge all by him- or herself; on the other hand, teaching in the sense of the passing of explicit information from other people to the child does not take place (and, as I have noted in Chapters 9 and 14, cannot take place). Put to gether, these observations imply that learning is a mission impossible. But learning does take place. There must be a way out!
When one relinquishes RCVM, and with it the assumption of auto nomous cognition, that way is found. An auto nomous, purely representational system cannot bootstrap itself and acquire knowledge; it also leaves room for only one kind of teaching, the explicit transfer of information that - in fact - does not exist. A non-auto nomous, non-representational system frees one from these constraints. The key feature of such a system is its relying on and making use of the various non-SR factors. The following comments explain why this is the case and how learning and cognitive development are achieved.
First, there must be a mechanism to ensure that learning takes place. In itself the nascent cognitive system lacks not only the ability but also the desire to acquire knowledge. The human infant does not (cannot) appreciate the worth of knowledge. There is no reason why the infant should have any wish to acquire either knowledge or language. In order to drive the infant into learning, it should be sneaked up on him or her unawares. Specifically, the infant should be lured into learning without being.cognizant of it. This is achieved by the tying of the cognitive system, and the process of learning with it, on to other systems, ones which are either available to the child or in which there is already an interest, such as those associated with the non-SR factors. Even before the child begins to care about cognition and language, he or she cares about the well-being of the body, physical comfort, and intake of food. Later, the infant cares about the relationship with the mother, and subsequently with other human beings. Hence, a way to lure the child into learning is to ground cognitive development in factors such as body, other and affect and gradually separate cognitive performance from them. Throughout the second line of this critique I have shown that this is indeed the case.
Second, for learning to begin, some material to be worked with should already be present. In other words, cognitive behaviour should be produced even before from a strict cognitive point of view there is reason or sense for it. That something is produced is ensured in two ways: the grounding of cognition in non-SR factors in the manner noted above, and the independent generation of material which in itself is neither meaningful nor functional but which may eventually be invested with meaning and become functional. As noted throughout the second line of the critique, the importance of these two ways is especially marked in the onto genesis of meaning.
Third, to drive the child's primordial actions into language and cognition, external guidance is required. This is achieved through the involvement of another person, usually the child's caretaker who must meet several requirements. First, the caretaker should possess the information that will eventually be acquired, notably language. Second, in line with the comments in the first paragraph above, the child should be tied to this caretaker. Third, the caretaker should have interest in investing energy in and guiding the child into knowledge. Both the child's tie to the adult, and the adult's bond to the child are ensured by non-SR factors: bodily contact, physical comfort and a host of affective and motivational considerations.
Fourth, for the cognitive system to bootstrap itself the caretaker should direct the child's behaviour into meaningful action (action that the caretaker finds meaningful and deems important and good for the child to perform), even before the child finds the action so, or is aware of its use. Indeed, the caretaker often does this without being fully aware of what he or she is doing. As noted in Chapter 9, human parents have a propensity to see more in their children's behaviour than is actually there. In particular, I observed that parents find meaning in utterances which are merely random products of the child's articulato ry apparatus. Believing that the utterances are meaningful, parents do two things: shape the utterances into well-formed articulations in the language they speak, and adjust the utterance to the context of its use. Phonology and semantics converge and the child's utterance is turned into words employed in accordance with the practice of the linguistic community of which the child is becoming a member. Jewish mothers are especially noto rious for holding the belief that their children are geniuses, but apparently this is a basic human bias, one without which learning could never get off the ground.
Fifth, some contribution from the child is also needed. First and foremost, the child has to have a propensity to learn, i.e., to be guided by another person and eventually to imitate that person, follow what is being done and even seek knowledge. As argued by Trevarthen (1980), infants do have this propensity. This may seem trivial, but a moment's reflection reveals that it is not. People (all people, I presume) have a tendency to believe that they know better than anyone else. As manifested by all sorts of behaviours, this seems to be no less true of the little child. Often, the child wants his or her way and insists on it. Yet, at the same time, the child admits in effect that the one who really knows is the adult. If this were not the case, the child could not take part in the learning process.
Sixth, there should be a mechanism of teaching that does not consist in the explicit transfer of information from adult to child. This is where the phenomenon of scaffolding discussed in Chapter 9 manifests itself. Scaffolding consists in the adult's meeting the child in the latter's zone of proximal development. The situation is completely analogous to that of the bridging discussed in Chapter 8. There is a certain cognitive path to be taken, which is to o long for the child to traverse alone. With assistance, however, the child is capable of traversing part of it. The adult accompanies the child in his or her voyage. Next time, the child may rely less on the adult's help, and eventually will be able to traverse the path alone. Step by step the distance the child can go will be increased: the child's zone of proximal development will be extended. Eventually, the child will have reached the end of the path, and will no longer be in need of the adult's assistance.
Seventh, as indicated by the above, cognitive growth requires a mechanism of coupling and decoupling. Specifically, the cognitive system attaches itself to another factor or system, goes along a certain path with it, and then dissociates itself from it and stations itself in a place which it would not have been able to reach otherwise. The process of coupling and decoupling is, I find, extremely important and I will expand on it further in Chapter 18, when the dynamics of mind is discussed.
Eighth, learning and cognitive growth take time. This is not trivial. By RCVM, there is no reason for it to be the case. At most, there may be a moment of maturation in which the cognitive system passes from a state in which it cannot perform to one in which it can (see Fodor, 1981a). What should be appreciated is that the very processes underlying learning and cognitive growth require time. Indeed, were it not for this, the other non-SR factors could not offer the contributions specified in the seven previous paragraphs. The luring by the social other, scaffolding, coupling and decoupling are all based on mechanisms that have to unfold in time. All assume step-by-step operation: what cognitive agents may not do in one step, they may be able to do piecemeal, with assistance that they will then relinquish.
Lastly, the patterns noted are not confined to onto genesis, but are also encountered in adult learning and in the evolution of culture. As noted in Chapter 9, guided participation underlies all teaching, and scaffolding plays an essential role in thinking, problem solving and creativity, both scientific and artistic. Furthermore, similar patterns are met in the moment-to -moment execution of action. Given the intrinsic dynamic nature of the cognitive system, and the lack of clear-cut distinction between action and development, present and past, present and future, this is only to be expected. Just as we rely on the non-SR factors as we grow and develop, so we rely on them as our actions unfold in time. Many examples were given throughout Part I; here let me refer back to one concerning memory. Strictly speaking, as experimental cognitive psychologists have demonstrated again and again, the capacity of human memory is limited. Yet, functionally, with the help of mnemonics, notes and all sorts of recorded material, our ability to refer to things past is practically unconstrained.
As revealed by this discussion, the different non-SR factors all contribute to development in the same manner: they are all external factors without which cognition cannot exist, unfold and grow. Further, they all work in concert, and in the execution of performance they are very much intertwined. Indeed, the joint interaction of the factors is so integrated that the separation between them is not always clear.
Thus, learning and cognitive growth are grounded in the non-SR factors. Some of these impose themselves (as parents sometimes do); some we seek (as we seek parents and peers); some we encounter by sheer accident and hopefully know how to turn them to our profit (many developments in cultural histo ry happen in this way); some we create for ourselves (as in enactment; see Chapter 19). The inherent reliance on the non-SR factors once again reveals that cognition is neither auto nomous nor internal. Nor is it pure. The cognitive system is not the elegant, formal-like, perhaps even atemporal system that some cognitive scientists have wished it to be.
This picture of learning and cognitive growth indicates that for cognition to develop and grow, noise is necessary. Being formalist and purist, RCVM does not allow for noise. By contrast, in connectionist models noise is a cardinal factor. Indeed, it is the very factor that enables connectionist networks to achieve learning without explicit instruction (see Rumelhart, Hinto n, McClelland, 1986; Rumelhart, Hinto n and Williams, 1986; Amit, 1989); this, note, is one of the most significant accomplishments of the connectionist framework.
Highlighting the functional role of noise reflects a recent general development in different quarters - both in the informational and in the natural sciences. In particular, noise is central in the study of self-organizing systems (see, for instance, von Foerster, 1966), in the new paradigm of chaos research (see Mandelbrot, 1977; Gleick, 1988), and in various models in theoretical biology (see, for instance, Jerne, 1974; Edelman, 1987) and notably, in neurophysiological models of brain function (see, for instance, Skarda and Freeman, 1987; Goldberg et al., 1990; Freeman, 1991). By way of example, let me refer to the biologist-philosopher Atlan and his book Entre le Cristal et la Fumee (1979; see also Atlan, 1987). As the title indicates, Atlan notes that life navigates between crystal and smoke. The former manifests maximal order, the latter minimal order - and both are dead. Life - and with it creative evolution - requires some, but not to o much, noise and disorder. Noise is crucial for evolution, both biological and cognitive, but for it to be constructive its presence has to be limited: to o much noise brings about destabilization and the system's behaviour gets out of control; to o little noise does not allow the freedom that is essential for the novel and the unexpected. In the cognitive system noise is manifested in the non-uniformity of expressions, in lack of well-definedness and well-formedness, in the crucial contribution of randomness, in non-auto nomy, and in the defiance of formal purism; more on this will be said in Chapter 19.
Further comments on the analogy between the cognitive picture drawn here and biological evolution are in place. The significance of random noise in the generation of new cognitive material and in pushing cognitive performance forwards is, of course, reminiscent of the Darwinian mechanism of mutation. Likewise, the guidance of behaviour by an external agent, its shaping and its investment with meaning are all reminiscent of the selection of mutations by the environment. When I was about to complete this chapter I stumbled by chance on an issue of Scientific American (Cairns-Smith, 1985) in which a model of the origin of living molecules was presented. What characterizes living molecules is their being joined to gether in a highly ordered structure. This structure is essential for them to have the qualifies of life, and in particular replication. How, however, did such structure originate? Since the to pic of analysis is the very first living molecules, this cannot be explained by any biological mechanism. Some non-biological factors must be introduced. Cairns-Smith suggests that the ordering of the molecules was a result of their sticking to another entity, one which is highly structured but not biological. He proposes that crystals of clay served this function. Remarkably, by way of clarifying his point Cairns-Smith refers to the notion of scaffolding which is so much used in the psychological literature and to which I have repeatedly referred here. He notes that one cannot construct an arch piecemeal: one cannot place one sto ne after the other - all have to be put up to gether. This is achieved by scaffolding: a curved wooden structure on which the sto nes are placed. Once they are there, the wooden structure is taken out, and because of the order between them, the sto nes remain in place as an arch.
The main to pic of this discussion has been learning and the factors and patterns governing the process of cognitive growth. However, the discussion also marks the basic characteristics of the course of development. Specifically, taking a global, integrative perspective, we mark that development may be characterized in terms of two principal lines of progression. The first is that of decontextualization and auto nomy. Development progresses from to tal immersion in the given context and dependence on it to wards greater ability to divorce oneself from the context and gain relative freedom from it. One's behaviour gains more and more auto nomy from non-cognitive factors: the body, the external world, the social other, motivation and affect. At the early stages of development, the child is immersed in the world and his or her performance is tied to these non-cognitive factors and is dependent on them. As the child grows up he or she gradually depends less on these factors. Specifically, behaviour is less tied to sensory-moto r activity, less dependent on assistance provided by other people, and more dissociated from bodily needs, desires and affective states. More on auto nomy and dissociation will be said in Chapter 18.
The second main line of development is of differentiation and solidification: from that which is undifferentiated to that which is differentiated. This progression leads to wards internal structuring: from that which is ill-defined to that which is articulated. It results in a fixation of meaning: from the multi-faceted, which is multi-determined and condenses different (yet undifferentiated) levels of meaning (including aspects of the medium) to the univocal and fixed.
These two lines of development cohere into one picture. They both indicate that the patterns of behaviour and cognitive accomplishments best characterized by representations and the computational operations associated with them are encountered in the later stages of onto genesis. Representations, in other words, are not the basic cognitive state but rather the products of cognitive growth. The various sequential orders surveyed in Chapter 14 corroborate this.
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22 Extensions and ramifications

Nothing is of greater consolation to the author of a novel than the discovery of readings he had not conceived but which are then prompted by his readers.
Umberto Eco
Bearing in mind the foregoing methodological comments on psychological theory and psychological explanation, let me return to my picture of mind and consider varions extensions and ramifications of it. In the course of the discussion, I shall also show that some problems raised throughout Part I are now seen in a new light or dissolve.

The psychological domain

A significant part of Chapter 21 was devoted to methodological issues delineating the scope of psychological theory. Let me now turn from the general meta-theoretical and methodological considerations to the particular picture of mind proposed here and ask what, in this picture, the scope of the psychological domain actually is. Two criteria for its definition will be proposed. The first is that specified at the beginning of Chapter 21, namely, meaning; the second relates to the discussion in Chapter 19 and pertains to consciousness.
The definition of the psychological demain in terms of the meaningful is twofold. On the one hand, the cognitive s ystem is designed to entertain meanings. Unlike the computer (and unlike the cognitive models stipulated by both RCVM and connectionism), it does not operate upon meaningless structures, be they well-formed (as in representationalism) or not (as in connectionism). Whatever the cognitive system operates upon is imbued with meaning. On the other hand, the world is perceived only inasmuch as it is meaningful. As pointed out in Chapters 5 and 8, psychologically speaking the world does not consist of conglomerates of naked, raw data. As far as cognitive agents are concerned, the world is the manifold of meanings, be they constituted in physical objects and other living organisms or generated by the agents themselves.
Turning to the second criterion, let me restate some of the conclusions from Chapter 19. There, I argued that genuine psychological explanation is not to be concerned with covert, underlying structures and processes. I also highlighted the significance of activities taking place out there, on the surface, so to speak. To gether, these two claims suggest that the subject matter of psychology more or less coïncides with the domain of the conscious. Specifically, the suggestion is that psychology be circumscribed by that which is amenable to consciousness, be it actually or potentially so.
This delineation of the psychological in terms of the conscious should be understood in tandem with the characterization of the locus of psychology as external. In the view advocated here, recall, the demain of the conscious is not confined to the internal world, but encompasses overt behaviour in the external world too. What the psychological excludes is the realm of internal, underlying processes. Instead of this covert realm, psychological research should focus on the demain of the overt - that manifested in actual behaviour in the world, and that pertaining to activities conducted in the world within. Consciousness encompasses both.
The move suggested here is, interestingly, analogous to one made by Freud. The demarcation between the conscious and the unconscious is, of course, central to Freud's psychological theory. In defining it, however, Freud faced a problem: consciousness can be defined by two criteria, and the extensions of the two do not coïncide. On the one hand, there is the pretheoretical, experiential criterion: the conscious is that which is experienced as such. On the other hand, there is the theoretical, psychodynamic criterion. According to psychoanalytic theory, unconscious psychological material is characterized by certain energetical qualities; typically, it is libidinal and is kept unconscious so as not to menace the ego. Now, there are psychological materials that experientially are not conscious yet lack these psychodynamic qualities. Appreciating this, Freud introduced the notion of the preconscious, comprising psychological material that by the experiential criterion is not conscious yet does not pertain to the unconscious as defined by the theoretical criterion; it is, in other words, material that happens not to be conscious, but is capable of becoming so (see Freud, 1933). Similarly, in suggesting that the psychological be circumscribed by the conscious, I am not suggesting that the scope of psychology be determined solely in terms of given phenomenological experience. I am saying, however, that material that in principle cannot be amenable to consciousness is outside the scope of psychology. Much of the subject matter of contemporary cognitive psychology is of this nature (for independent discussion leading to similar conclusions, see Searle, 1990a).
In defining the psychological domain in terms of the conscious, I find myself answering the question of why certain information is not amenable to conscious​ness. In Chapter 15 I pointed out that people cannot specify the semantic definitions of words, often act without conscious planning, and are not conscious of time in the abstract. Now, all this becomes clear: underlying definitions of words do not exist, actions need not be the products of predefined plans, and, psychologically speaking, there is no such thing as time divorced from being and action in the world. Further observations on this will be made below.
The basic terms: a reprise

These considerations of scope bring me back to the question of basic terms with which I opened the discussion in Chapter 21. As noted throughout Part I, the basic terms of RCVM, the symbols of which semantic representations are composed, cannot account for meaning nor for the relationships between the mind and the world. (This is tantamount to saying that they fail to meet both the epistemic and the functionalistic rationales for the postulation of representations.) The only way out is that suggested in the discussion of unbridgeable gaps in Chapter 6 - to posit both meaning and the tie with the non-cognitive from the very start. In other words, the basic terms of psychology should already be imbued with meaning and should tie to gether the cognitive and the non-cognitive - mind and body, mind and world, mind and social other, cognition and the non-cognitive faculties of mind.
In one way or another, the basic terms of all the theoretical frameworks I have characterized as intensional, as well as many of the action-based ones, meet this requirement. Especially to be noted are Gibson's affordances: in ecological psychology, meaning is constituted by the patterns of interactions between the organism and the environment. Similarly, the units of analysis in Vygotsky's psychology, and more notably in the school of activity theory developed by his followers, bring together the individual and the social other and define meaning in terms of their interaction. Analogously, in the biologically oriented theory of autopoiesis of Maturana and Varela (1980), the basic terms bring together organism and world.
. My own suggestion is to define the basic terms of psychological theory in terms of the non-SR factors on which the present picture of mind is based. Specifically, my suggestion is the following:
(****) The basic terms of psychology are septuples defined by the conjunction of the seven non-SR factors.
An important feature of the terms defined in (****) is that they are units in the Vygotskian sense. As indicated in Chapter 21, Vygotsky suggested that the unit of psychology is the word, because it brings to gether internal thought and manifest articulation. Vygotsky's followers found various faults with this suggestion and proposed that the unit of psychology is the action (see Wertsch, 1985b). The proposal made here follows the spirit of both Vygotsky and his followers in that it brings to gether several seemingly independent factors.
The characterization specified in (****) highlights comments made at the end of the presentation of the picture of mind in Chapter 17: it is not that there is a cognitive system on the one hand, and various factors on the other hand. Rather, the cognitive system and the non-SR factors are co-defined. Here I have defined the basic terms of cognition by means of the non-SR factors. At the same time, as emphasized throughout the discussion, the non-SR factors are themselves defined in terms of cognitive activity. The mutual co-dependence is also manifested functionally. On the one hand, the non-SR factors are required for the cognitive to come into being and to develop and for cognitive activity to take place. On the other hand, these factors themselves are defined in terms of the spectacles of the cognitive system.

The locus of cognition: a reprise

In the typology of theoretical frameworks drawn in Chapter 20, one dimension was defined by the basic terms and the other by the locus of cognition. Bearing in mind the foregoing comments on the cognitive demain and its extension, let me make a few additional comments on this second dimension.
I have argued that the locus of cognition is external. In Chapter 17, I specified three senses of this characterization, pertaining to principles of functioning, to realization and development, and to theoretical regularity. Here, I would like to emphasize that the characterization is not merely a matter of abstract considerations pertaining to theories and their construction; it has direct implications for how specific faculties of mind and patterns of cognitive performance are to be conceived.
Thus, consider memory. This faculty is of cardinal importance because, as indicated in Chapter 15, in essence it defmes the core of the cognitive system. As noted, this is especially true of the way cognition is modelled in both the representationalist and the alternative connectionist frameworks. Given this centrality, the characterization of memory as external gains special significance. It consists of more than the assessment that in order to remember it is beneficial for people to rely on various tools and artefacts as memory aids. That the pen and the paper, the book and the computer are helpful, even indispensable, for the recording of information and its retrieval is incontestable. Appreciating this, one can, however, still maintain that memory, and cognition in general, are internal. Specifically, the various memory aids can be deemed as secondary mechanisms that serve precisely as aids that enhance the cognitive system's ability to retain information, extend the scope of its data-base, and facilitate memory access to it. These are needed when the tasks the cognitive system has to accomplish are difficult, and when the system risks losing control of things.
I hope that (now that he or she is cognizant of the cognitive problematics) the reader sees that this characterization of the cognitive state of affairs is just another manifestation of the two-stage strategy encountered so many times throughout this book (being so deep-rooted, it is extremely obstinate). Specifically, the characteriz​ation amounts to a claim that basically memory is internal: remembering consists in the retrieval of information from mentally stored semantic representations; the tools and artefacts are employed when the load on the intemally defined memory system is extensive. Again, I object. To view them as mere aids would be to miss the whole point of the external view of cognition advocated here.
These tools and artefacts (as well as settings in the physical world and other people) are employed not just because memory is in need of external assistance, but because the very capacity governing memory behaviour is the ability to manipulate objects in the world (as well as the propensity to interact with other human beings). This is so both in the case of the developing child and as far as adult cognitive performance is concerned. The ability to remember without relying on the external world is a derivative, acquired ability (as is the ability to use language in a semantically detached, decontextualized manner). As Vygotsky (1978, 1981) claimed, the internalization of cognitive activity is the end product of ontogenetic development, not the primary, basic mode of cognitive operation. Memory (as well as perception and action, language and thinking) is situated in the world. All these cognitive faculties are designed, first and foremost, as activities in the world. It is in this sense that they are external.
In sum, human memory's reliance on the physical world is not due to limitations of the cognitive system (as RCVM would have it), but reflects the functional principles on which this System is designed. Thus, what is remarkable (in other words, what is complex, what is to be regarded as exceptional, what is to be set as a question for inquiry) is not the fact that we rely on external, physical and ideational entities in order to remember, but rather the fact that we can remember (and think, and reflect) when these entities are not immediately present. As noted in Chapter 19, to a great extent we are able to do so because we can create similar, virtual entities in the theatre of our mind.
This foregoing characterization of memory has one noteworthy corollary that I shall highlight: computers do not remember. In the literature, much discussion is devoted to the question of whether computers are intelligent, whether they can be creative, whether they can have emotions (for references, see the discussion in Chapter 6). Yet, to my knowledge, the ability of computers to remember has never been questioned. Of course, computers can serve for the retrieval of stored information. They may actually be very helpful in this, and they may be better at it than people. But they do not engage in the act of remembering. On the one hand, they handle information precisely in the manner that, by the foregoing analysis, people do not; on the other hand, they manifest none of the crucial characteristics of human memory that I have surveyed. In particular, their remembering does not consist of action in the world, and does not exhibit the intrinsic temporality noted in the discussion of memory in Chapter 15.
Let me conclude with a comment on another key cognitive faculty - language. Language is the hallmark of representationalist, hence internal, cognitive science. But, again, look and see, and mark the obvious: Language is not internal! Contemporary theoretical linguistics has led us to identify language with syntax and semantics, and has driven the phonological articulation of language aside as if it were a contingent necessity devoid of any theoretical significance (many grammarians and all philosophers of language totally ignore phonology and morphophonemics). But there is no language without articulation, and articulation is, of course, in the public demain. In fact, language may be regarded as the linking chain that brings to gether the basic cognitive ability of acting in the external world and the derivative achievement of being able to engage in thinking without the world. On the one hand, language is concrete - it has no realization without the emitting of sound. On the other hand, unlike physical objects (but like our physical body), it could not exist in the world without there being cognitrve agents to produce it. As argued in Chapter 19, it is this twofold character that makes language so important in our ability to engage in thought, reasoning and reflection. In Chapter 19, I underscored the fact that people think in words. However, as I commented there, and in the light of the observations above, let me note that, in effect, what we human beings do is think with words, just as we think with objects, with tools and instruments, with other people, and at times with symbols, that is, entities we create in our minds. As Mallarme observed: 'The poet does not write with thoughts but with words'.

Extensions of the cognitive domain

In the picture of mind advocated here, the world in which cognition takes place is constituted by the meeting of the embodied self with, on the one hand, the physical world and, on the other hand, the social world of other human beings. Interestingly, in these encounters, the domain of the cognitive is extended in two ways, which correspond to the two worlds that the embodied cognitive agent meets. The meeting of the body and the world results in tools and artefacts; that of the body and the social other results in language and various inter-personal interactions. When these two extensions are joined to gether, the cognitive domain spans the entire manifold of society, civilization and culture.
Let me begin the discussion of the encounter of the body and the world and the extensions it generates with the consideration of tools. These may be regarded as direct extensions of the body. This is how Popper (1972) describes it:
Man, instead of growing better eyes and ears, grows spectacles, microscopes, telescopes, telephones and hearing aids. And instead of growing swifter and swifter legs, he grows swifter and swifter motor cars . . . Instead of growing better memories and brains, he grows paper, pens, pencils, typewriters, dictaphones, the printing press, and libraries. (pp. 238-9)
And of course, had these lines been written just a couple of years later, the computer would have been added to the list and would even have crowned it.
This equivalence between organs of the body and tools is based on an evolutionary parallelism and on general funetional considerations, but in fact, the tie is even more intimate than such an analogy implies. On the one hand, we use tools as if they were parts of our bodies, especially in skilled behaviour, where body and tool fuse into one functional whole. On the other hand, the manner in which we use our bodies is governed by principles of the same kind as those employed in our use of tools. In the words of Merleau-Ponty (1962):
The thing is correlative to my body and, in more general terms, to my existence, of which my body is merely the stabilized structure. It [the thing] is constituted in the hold which my body takes upon it. . . Its articulations are those of our very existence, (p. 320)
Here I shall venture to go one step further and - in line with observations made in Chapter 19 - suggest that what Merleau-Ponty claims of the body is true of the mind as well.
A famous example of a tool's being an extension of the body is that of the blind man and the guiding stick presented by Polanyi (1962). The blind man holds in his hand the proximal end of the stick; he senses, however, what is touched by the other, distal end. It is as if the stick extended the length of the man's fingers: instead of touching the pavement with the tips of his fingers, he is touching it with the end of his stick. But the one who touches both the stick and the pavement, who perceives the itinerary, interprets what he perceives and acts upon it, is the blind person. Whatever he does is accomplished by his cognitive system. As far as this system is concerned, the tips of the person's fingers are no less distant from the pavement than is the stick (for further discussion, see Shanon, 1991d).
The case of the blind man and the stick presents, then, what may be referred to as the principle of distal action. Both in the use of the body and in the use of tools, action takes place distally, at the point where the body (or the tool that extends it) meets the external world. With this, another principle manifests itself, the principle of mechanistic ignorance. Just as we are not cognizant of the physiology that makes our limbs work, so we are - at least most of us, in most cases - totally ignorant of the mechanisms underpinning the various instruments we use. I, for one, have no idea how a television set works, which does not in the least hinder me in the use of this appliance. It is all very simple: in order to turn the television on I press the red button on the right-hand side; in order to turn it off I press that button again. The same state of affairs is encountered when we lift things: we move our hands, grasp what we wish to lift, raise our hands and, lo and behold, whatever is held in the hand is lifted along with it. Of course, we all know this, but this does not make the observation less telling.
So far I have focused on human-made objects as extensions of the body; now let me focus on them from the perspective of the other constituent at hand, namely, the world. Rather than focusing on human-made objects qua tools I shall focus on them qua artefacts.
The artefacts human beings produce populate the world and alter the environment in which we live. Most of the readers of this book (and of course, its author) would, I imagine, find themselves totally at a loss if plunged back into the environment to which our biological bodies adapted when Homo sapiens evolved. The ecosystem in which we live consists, in other words, not only of the natural - physical and biological - environment of the world, but also of the manifold of human-made objects. Consequently, the affordances presented to us by the world pertain not only to the natural environment, but also to our modifications of its landscape and to the artefacts we have placed in it (see Gibson, 1979; and for further extensions, Heft, 1989; Shanon, 1991b).
The entities human beings create are not confined to physical, concrete objects. In addition to hammers, television sets and computers, humankind has created not only books, paintings and software, but also numbers and mathematical structures, philosophical distinctions and theories, gods and notions of justice and benevolence. These, too, populate the world in which people live. Indeed, they define the habitat of cultures no less than do the physical, material entities. And just as different species inhabit different physical worlds, so different cultures reside in different cultural worlds. Indeed, it seems to me that the notion of affordance discussed at various junctures throughout this book is readily extendable to the cultural domain (for further discussion, see Chapter 8 and references noted there). The encounter of the embodied cognitive agent with the social other is no less important than his or her encounter with the world. In particular, it will be noted that the body is what makes language articulated, hence public; the social other is what makes language meaningful. As noted in Chapter 9, even when one speaks to oneself one is addressing an other. The body also affords all sorts of inter-personal interactions. An ultimate meeting (perhaps even fusion) of body and social other is achieved in sexual intercourse.
The two extensions corresponding to the two homologous encounters I have examined are themselves homologous. The similarity between verbal behaviour and the manipulation of tools has often been made in the literature (notably by Wittgenstein, 1958; see also Gibson, 1979, p. 134); here, I would like to draw attention to two facets of this similarity that, to my knowledge, have not been previously noted. These correspond to the two principles of action marked in conjunction with the use of tools - that of distal action and that of mechanistic disregard. In conjunction with the first, let me draw attention to the phenomenon of labelling discussed in Chapter 2. When I see the name 'Prof. Cohen' posted on a door I do not conclude that Prof. Cohen is a door or that the door is named after her, but rather that the office which one enters through the door on which the sign is posted belongs to, or is usually occupied by, Prof. Cohen. This is a linguistic manifestation of the principle of distal action. In the linguistic context, patterns that manifest this. are usually referred to as metonyms, that is, figures of speech in which the name of one thing is used in order to refer to another, associated or connected thing. For instance, the phrase, 'lands belonging to the Crown' denotes lands which belong to the person whohas a crown on his or her head. They might even belong not to that man or woman personally but to the institution associated with him or her. Unlike metaphor, which has received focal attention not only in linguistics but in the cognitive sciences in general, metonym has not been much dealt with. One of the leading general reference books in semantics suggests, for instance, subsuming the latter under the former (Lyons, 1977; vol. 2, p. 548).
As for the principle of mechanistic ignorance, recall the observation made in Chapter 15 and discussed earlier in this chapter: people are usually unable to articulate either the definitions of the meanings of words or the rules that govern human behaviour, and do not consciously plan or rehearse their actions before executing them. By RCVM, these patterns are accidental, the resuit of the fact that much of our mental life is not amenable to conscious inspection. In the present view, they are all manifestations of one, very basic principle of human action.

Meaning and interpretation
Throughout this discussion I have underlined the central role that meaning plays in psychology in general and in cognition in particular. What is meaning? By now, my stance on this matter should be clear. As far as cognitive agents are concerned, meaning is the manifold of actions and interactions that the world affords them. Since, in the picture of mind I advocate, action is defined by the unfolding of a path that the embodied self traces in the space of time-world spanned by the seven non-SR factors, meaning is to be defined in similar terms. Furthermore, in line with the identification of the psychological with the meaningful, I propose that the basic units of meaning be defined, like the basic terms of psychological theory, by (****).
An important clarification is in place. Above, and throughout this book, I have emphasized that cognition is grounded in meaning. The reader should beware not to give this statement a representationalist reading. The patterns of meaning that serve as the basis of cognition are not conceptual structures or representational schemata. In saying that both the basic terms of cognition and meaning are defined in terms of the non-SR factors, I am defining meaning in terms of action in the world. We view (or rather, encounter) the world not through mental categories but through our being and acting in it. Cognition is indeed intrinsically imbued with meaning, but meaning is inherently action-based.
Meaning may also be related to the second criterion by which the psychological domain is defined, consciousness. In line with the characterization of the psycho​logical as the domain of the conscious, I propose that consciousness be defined in similar terms. This deserves further investigation. Here, let me just note that this makes readily explicable a common observation in the literature, namely, that people are conscious of the content of cognitive activity, not of the (putative) mental operations involved in the generation and processing of these contents (see Nisbett and Wilson, 1977). In the psychological literature, this is attributed to the time order of mental operations and to constraints on introspection. From the perspective of my picture of mind, this state of affairs is only natural. First, I postulate no underlying operations (for further discussion along this line, see Malcolm, 1971). Second, this pattern is just another manifestation of the principle of distal action. Third, if psychological phenomenology in general is defined in terms of content, it is only natural that the phenomenology of consciousness be defined in the same manner. After all, as noted in Chapter 19, consciousness consists in the construction in the mind of a world similar to the external one. Corroborating this view is the fact that conscious material is always experienced in terms of narratives (see Jaynes, 1977). Indeed, the same holds for dreams (see Shanon, 1990e).
Characterizing meaning in terms of action puts several issues considered in Part I in a new light. First, consider polysemy. The characterization at hand dispenses with the need to postulate different representations for the multifarious senses of words. My knowledge of how to use a tool does not consist of a repertory of representations of the various uses I can make of it: no such repertory could ever cover all the different modes of action associated with the tool. A screwdriver can be used not only for fixng screws but also for cutting, hammering, piercing, stretching, bending, and soon. Furthermore, there is no limit to the positions and manners in which a screwdriver may be held and used, even for actions having the same verbal label. Knowledge of tool use does not consist of reading out stored instructions, but of knowing how to handle the tool in that place in the world where the tool is situated. It seems to me that the same holds for words.
These comments resolve a seeming contradiction that the reader may have detected. Throughout this book I have underlined the polyvalence of meaning and at the same tirne marked the particular significance that words have in context. Rather than running contrary to each other, these two aspects of the meaning of words are two facets of the same basic state of affairs: both manifest the inherent context-dependence of language. Potentially, the range of interpretations that words can have is unbounded; once they are used in context, however, words are usually univocal. Since meaning is determined by both word and context, the word itself need not be semantically fixed, hence its undeterminateness and polyvalence. For the same reason, once the word is embedded in context, its meaning is determined and fixed.
Once again, let me emphasize that it is not that there is a plurality of meanings and that context selects between them. Just as cognitive activity has no realization outside the world, so meaning has no realization out of context. The unbounded plurality of meaning is a potentiality that determines the nature of cognitive theory and constrains cognitive modelling. In actuality, when language is immersed in the matrix of action in the world, it has one interpretation.
But once uttered, the words can again be subject to many interpretations. For the cognitive agent who produces them, the meaning of words, like the sense of the actions he or she performs, is determinate. However, for the person who hears (or reads) them, the words are presentations that may be inspected and interpreted in many ways, some not even foreseeable by the person who produced them. As Eco(1984) notes, this does not at all detract from the genuineness of these interpretations. As noted in Chapter 19, if anything, the opposite is the case: this atteste to the authenticity of the act of their creation.
The last remarks bear on another seeming contradiction in the discussion of meaning throughout the book. On the one hand, I have underscored the convergence of meaning and action; on the other hand, I have claimed that meaning is 'out there, on the surface'. In the framework of representationalist psychology adopting the modelling of underlying procedures as its canon of explanation, these two characterizations are contradictory. In the framework of the picture of mind drawn here and the non-procedural explanation I advocated, they are not. From the perspective of the cognitive agent, meaning and action are, indeed, one. However, the products of both expression and action are in the public demain, and as such are endowed with independent existence. Indeed, once produced, cognitive expressions can become the raw entities I talked about in Chapter 19. Like objects in the world, these can be a source of further interpretations, and they enrich the world (i.e., the manifold of meanings) with yet more meaning. They can also guide their own producers to lines of action, as was argued in the discussion of self-generated scaffolding. In Chapter 19, I observed that this is also true of thoughts one produces in the theatre of one's own mind.
Recipients can interact with the cognitive expressions they hear, read or observe either presentationally or representationally. In the presentational mode, recipients may resonate to these expressions, be emotionally affected by them, or take them as triggers for associations, conscious or not. In the representational mode, recipients will attempt comprehension by analysis. For instance, they will define features and attributes, specify the aspects of meaning and its constituents, and decompose the metaphorical into distinct semantic components. Different people and different contexte may induce the one mode or the other (or some combination of the two).
This characterization of the representational mode of interpretation puts the clarification comments made at the end of Chapter 3 in place. Meaning is not constituted in underlying semantic representations, neither perceptual stimuli nor words are made up of features, and metaphorical expressions are not generated by mapping one semantic demain onto another. However, in the representational mode, observers may see features in the things they perceive, decompose the meaning of words into semantic primitives, and analyze metaphors as mappings across domains. All these semantic distinctions do not pertain to a fixed, underlying representational level; rather, they are generated through processes that may be referred to as post-presentational.
These two modes of interpretation are completely analogous to the two modes of performance marked in conjunction with the mastery of skills. The analogy is not accidental. The cognitive expressions produced by our fellow human beings are like the instruments which musicians play. Like the accomplished musician, wise people, that is, people with sound intuitions and developed sensibilities, may fully rely on the presentational mode. Usually, comprehension is achieved through an on-going use of both the presentational and the representational modes. Often, one gains unconscious or semi-conscious understanding presentationally, only to go on and examine things representationally before one has the feeling that one has, indeed, achieved full understanding. RCVM strives to account for comprehension exclusively in representational terms. This, I maintain, involves a biased and sadly impoverished view of cognition.
Throughout this discussion I have characterized meaning in terms of the immersion of cognitive expression in the context of action in the world. As noted, meaning is generated (or rather, unfolds) in the meeting of words and context. Once again, however, it should be emphasized that words and context are not separate, unconnected constituants. The words one utters are part and parcel of the context of action, and they too are determinants of the space of meaning. Just as they gain meaning in context, so they do through being juxtaposed with other words. As Maupassant claimed, such a juxtaposition is one of the most important means by which meaning is created: 'Words have a soul. Most readers, and even writers, demand only that they should have a sense. One has to find that soul, which appears in the contact of words with other words' (de Maupassant); for an extended discussion along this line, see Barfield (1977). This is most apparent in metaphor, where words are usually juxtaposed with words with which they are not often paired. Other than that, however, there is no principled difference between such expressions and the so-called more standard linguistic ones. That the creation of meaning through the juxtaposition of words with other words is indeed a very basic and pervasive phenomenon is indicated by the phrasal compositions examined in Chapter 3. There we also encountered generation of meaning as it is manifested in the juxtaposition of words with objects (recall the discussion of labelling). What we now appreciate is that in essence, there is no difference between all these cases. In the light of the picture of mind I have drawn and my characterization of action with objects as the basic cognitive skill, this is a natural conclusion.
The last remarks bring us back to the phenomenon of polysemy discussed at the beginning of this section. Above (and throughout the first line of the critique), I argued that polysemy could not be accounted for if meaning were the overt expression of underlying representations. By contrast, juxtaposition of the type just noted renders the polyvalence of meaning utterly natural. After ail, there need not be any limitation on the number of things with which a word may be juxtaposed or to which it may be tied.
Considering juxtaposition highlights the fact that words and the basic terms of cognition gain their meaningfulness in being embedded in a larger space of other words and other terms. This is in line with another observation made at various junctures in this book, namely, that higher-order relations have cognitive primacy over the constituents of which they are composed. This ties interestingly with the key observation of the foregoing discussion - that words and the basic terms of cognition are laden with meaning. The ingrained meaningfulness of cognitive expressions and the primacy of larger structures and of higher-order relations are both the corollaries of the same fundamental feature - namely, that the basic terms of cognition are units (in Vygotsky's sense). As such, and unlike the elements of atomistic models, they are of substance: being laden with meaning, they are not naked, and being part and parcel of a large matrix, they are not of minimal magnitude. The contrast with the picture endorsed by RCVM is glaring. By RCVM, the basic terms of cognition are naked atomic constituents and meaning is derived through their composition into larger structures, which, in turn, are subject to interpretation imposed onto them. The two seemingly distinct basic features of cognitive expressions noted here (ingrained meaningfulness and the primacy of larger structures and of higher-order relations) join in defining the negation of the representational characterization of meaning that I reject.
The basic cognitive terms of RCVM are not only atomistic and naked, but also static and inert. By contrast, in the picture of mind advocated here, cognition is intrinsically dynamic. As argued in the third line of this critique, cognition and cognitive activity are defined in terms not of entities but of events. This is true of meaning as well. Again, this fits nicely with the picture sketched in this chapter. On the one hand, events are higher-level structures. On the other hand, the creation of meaning through the juxtaposition of words with other words is itself an on-going, dynamic process. As indicated throughout this discussion, meaning is not merely generated (and likewise, cognitive expression and activity are not merely produced), it (and likewise, they) unfolds.
Lastly, consider reference and the problem of the unbridgeable gap it presents. If reference is to be accounted for in semantic-representational terms, then how human beings learn to use words in order to refer is a mystery that cannot be accounted for. However, once an action-based, pragmatic perspective is taken, the problem is dissolved. It is not that children possess symbols which they have to tie to the world, nor that there are given objects in the world and children have to invent mental representations that will stand in a referential relationship to them. Neither the separate objects nor the reference relationship are basic. What is basic and primary is the very tie that RCVM cannot account for. This tie is part and parcel of children's initial state of being, that is, acting in the world.
Pertinent observations in this regard were made by Werner and Kaplan (1963), even before the representational revolution in cognitive psychology took place. They pointed out that reference is an outgrowth of motor-gestural behaviour. Reaching evolves into pointing, and calling-for into denoting. This evolution takes place in the context of the pragmatic situation of action. Interestingly, Werner and Kaplan note that it is in the course of being shared with other people that symbols gain their denotative function. More recently, Anglin (1979) showed that the order in which terms of reference are acquired by children is associated with the actions that the children can perform with the objects named. Children are not left alone: from the first year of life, they look to adults to interpret situations in a process of social referencing (Feinman, 1982; Gunnar and Stone, 1984). This is facilitated by children's obtaining information from the direction in which caregivers point and gaze. Indeed, it appears that even very young infants adjust their gaze when adult partners change the direction in which they are looking (Scaife and Bruner, 1975; Borner, 1987; Butterworth, 1987).
In sum, the unbridgeable gap of reference and the problem of interpretation haunting RCVM dissipate when one appreciates that reference is not merely a relationship between concepts in the mind and objects in the world and that interpretation is not imposed on meaningless symbolic structures. Rather, both reference and meaning are part and parcel of one's action in the world. They are there from the very start. Inasmuch as the child acts, he or she finds meaning in the world; and inasmuch as the child finds things meaningful, he or she can act on and with them. As the child grows older, reference relations and meanings are differentiated and refined through the on-going interaction between the child and the environment; in this process all factors considered in the second line of this critique are involved.

Ontology and adequacy

Related to meaning are two topics that extend beyond the demain of psychology proper. The first is ontology, the second the criterion of adequacy.
Although this book is concerned with psychology, more than once in my discussion I have alluded to ontology. This is no accident. First, psychology - especially in the view advocated here - is not divorced from the world. Second, as noted in Chapter 16, psychological theories are couched in some basic notions regarding the order of things. Both psychological and ontological theories may reflect these notions. Specifically, RCVM is symptomatic of a world-view assuming the existence of basic elementary entities which combine to gether to form larger entities. In this view, elements have precedence over both larger entities and relations, structures over interpretations, the static over the dynamic, and there is a principled segregation between structures and processes and between structures and interpretations. This critique argued against each and every component of this world-view as it manifests itself in cognition. At the same time, however, a change in the ontological world-view is implied. After all, it would be highly unnatural to have one's cognition and world manifest categorically distinct orders of things. The alternative ontology  exhibits at least the following characteristics. First, it ties together mind and world, organism and environment. Second, its basic terms are already invested with meaning. Third, it does not assume compositionality. Fourth, it gives precedence to wholes and so-called higher-level relations. Fifth, its basic state is the dynamic. Onto logical proposais highlighting this include the cosmology drawn by Whitehead (1929) and the dynamic models proposed by Prigogine (1980). The new theories of chaos may also provide new frameworks for both ontology  and cognition (see, for instance, Skarda and Freeman, 1987; Shanon, 1993e).
Let me turn to the criterion of adequacy. Representational theories assume as this criterion a measure of truth: representations stand for things and states of affairs in the world, they might even be said to be reflections or copies of the world. As noted in Chapter 15, in the framework of RCVM the recourse to a correspondence criterion of adequacy is universal - it underlies any use one makes of concepts and is thus the basis for memory and recognition, identification and classification, comprehension and interpretation. With the demise of representations, one can no longer refer to correspondence as a measure of adequacy. What is the alternative?
It is a sense of fit: instead of corresponding to underlying representations, things have to fit, to get along to gether, to click. By way of example, let me consider, again, the domain of music. How does one apprehend music? How does one appreciate that it is appealing? Or interesting, or gay, or sad, or dramatic? How can one tell that it is Schubert or Debussy, or eighteenth-century baroque? As noted in Chapter 15, to assume that this is all achieved by means of one's  consulting stored representations defies reason. The way out is that suggested to me by Georges Amar, a painter and a non-academic (hence, not tied to established dogma) philosopher. How does one determine that a painting is well composed, it sits well? By dancing it, Georges says. (The reader will appreciate that all this applies to music just as well - in fact, even more obviously.) Two aspects of this solution should be noted. First, it relegates the act of judgement to a so-called non-cognitive performance - bodily posture and movement. Second, in lieu of correspondence it adopts fit as its basic criterion.
Representationalists are likely to retort by asking how the fit is determined. For this, they will say, one must refer to some representation, one has to apply some computational processes. But I have already been through all this, and shown that it leads only to a dead end. The thing to do is to abandon the representational-computational account. It is not by means of reference to representations and the computational processing thereof that the fit is determined. Rather, one relies on non-cognitive factors like those discussed in the second line of this critique. The body knows whether things are balanced or not, whether they are in equilibrium or not, whether they fit or not. Agents moving about in the world know how to find their way in it. Social agents appreciate whether the other is kind, or honest, or boring, or attractive. Likewise, affectively one knows that things are good or bad (for the given agent), pleasant or not so. And ethically, one appreciates that things are right or wrong, fair or despicable. In all these cases what is being determined is whether or not things fit, click, or feel right.
I have shown this in several cases throughout this book. I know that I am replicating the same sequence of taps because that is what it feels like. The tapping in both cases gives the same feeling. This is achieved not by means of a correspondence to a representation, not by an internal count, but by some sort of fit (for independent discussion of this notion, see Shepard, 1984). This fit, note, is temporal. It is not an appraisal of the sameness of two given entities. The same number of taps is produced not because in both cases the same number of items is specified in some mental store. Rather, the two are the same because they have the same music, or rather - because they constitute the same dance.
Years after Georges shared his insightrul observations with me, I found the same idea in Wittgenstein:
Understanding a sentence is much more akin to understanding a theme in music than one may think. What I mean is that understanding a theme in music lies nearer than one thinks to what is ordinarily called understanding a musical theme. Why is just this the pattern of variation in loudness and tempo? One would like to say 'Because I know what it's all about.' But what is it all about? I should not be able to say. In order to 'explain' I could only compare it with something else which has the same rhythm (I mean the same pattern). (One says 'Don't you see, this is as if a conclusion were being drawn' or 'This, is as it were a parenthesis', etc. How does one justify such comparisons? - There are very different kinds of justifications here.) (Wittgenstein, 1953, part 1, no. 527)
While any word - one would like to say - may have a different character in different contexts, all the same there is one character - a face - that it always has. It looks at us. - For, one might actually think that each word was a little face; the written sign might be a face. And one might also imagine that the whole proposition was a kind of group-picture, so that the gaze of the faces all to gether produced a relationship among them and so the whole made a significant group. But what constitutes the experience of a group's being significant? (Wittgenstein, 1980, vol. 1, no. 322)
The affinity between these observations and the discussion in the previous section is evident. They are also in line with my characterization of sensory-motor, kinaesthetic and rhythmic sensation as basic determining factors in the identifica​tion of things and the appraisal of sameness.
Interestingly, these observations mark yet another pattern in which different considerations entertained throughout this book tie in. The discussion of adequacy brings together what, at the beginning of the book, were referred to as the horizontal and vertical perspectives in the study of semantics. Usually, compositionality and well-formedness pertain to the horizontal dimension. Here observations on compositionality and well-formedness have been made in conjunction with the determination of adequacy, an issue usually associated with the vertical dimension. That the two dimensions meet is consonant with my rejection of meaning as the reflection of a more basic, underlying level. In fact, the two key features of the picture of meaning drawn in the previous section - ingrained meaningfuhiess and the primacy of large structures – also seem to be associated with the two different perspectives - the vertical and the horizontal, respectively. Yet, as noted in the previous section, with the rejection of RCVM the two cohere into one unified whole.
Let me close with marking another affinity between what Wittgenstein says above and the picture of mind advocated in this book. Wittgenstein likens the understanding of language to the understanding of music. Being in full agreement with Wittgenstein, I would proceed further and extend the musical characterization to cognitive activity in general. By RCVM, piano playing is modelled by means of internal representations and computational operations applied to them. The moral of the present critique is that not only is such a modelling of piano playing fundamentally wrong (recall the discussion in Chapters 11 and 13), but representations and computations are not suitable even for the modelling of what representationalists consider to be the paradigmatic manifestations of human cognition. The more appropriate way to account for cognition is to characterize it in terms of an activity such as piano playing.

Time
Throughout the previous chapters I have repeatedly underlined the intrinsic temporality of cognition. I have also noted that time is one of the various non-SR factors, and I have marked that one ability of the cognitive system is to gain autonomy from these. Further, I have noted that in being able to recollect past memories and speculate about the future, human beings gain some autonomy with respect to time. But of course, we always depend on time. As noted by Proust in Remembrance of Things Past (and especially in the concluding volume, Time Regained), people cannot escape time. Yet, to a certain degree we all do. In line with my analysis of the 'now' in Chapter 12, I may say that the psychological present is that stretch of time that one manages to hold in one's grasp. Since the 'now' is defined in terms of events, that is, in terms of wholes that are meaningful to one, the more meaningful experiences are to one, the greater will the extension of the 'now' be, hence the longer one's specious present. With this, one's ability to overcome the domination of time will be enhanced and one will be able to achieve a higher degree of autonomy relative to it. To a certain extent, we are all familiar with this: we have all internalized the meaningful histories of our existence - not as internal representations, but as part and parcel of who we are, who we take ourselves to be. Some people, in conjunction with particular cognitive performances, have achieved exceptional mastery over the bounds of time. As noted in Chapter 18, Mozart is said to have been able to grasp a symphony instantaneously as one whole, as if it were a picture. Mystics and people experiencing some of the so-called altered states of consciousness have reported being out of time (as well as being off the ground, outside their bodies, and outside the given physical environment). Others have mastered time intellectually. Plato and Spinoza did so in their philosophical systems. These take a perspective that is beyond time, sub specie aeternitate. Such idealized states of affaire are, of course, outside the frame of standard psychology. Or more accurately, they may be viewed as the (unattainable, in the mathematical sense) limit of human cognition. Ironically, RCVM, and in particular the metapsychology of Chomsky and Fodor, attempt to construe cognitive science on the foundations of this limit. In God's eyes, this might be cognition; in human practice it is definitely not.

An example

Let me conclude with an example from my own experience. This example illustrates some of the ideas presented in this chapter, and has to do with this very project. In the spring of 1981, while at a conference on auto-organization which took place in Normandy, I was asked, at a day's notice, to deliver a lecture. I knew what the topic of this lecture would be: a series of arguments marking the inadequacy of the representationalist view of language and cognition. I sat down and jotted down a list of such arguments on paper. This took about a quarter of an hour. To deliver the lecture took me an hour. Then, on returning to Israël, I wrote a paper based on the lecture. It took me several weeks to write this paper. Three years later I began working on this book. It extended over a period of about six years. Yet, this book is a presentation of those very same basic ideas that I had in mind in France more than ten years ago. Does this mean that all the long time that has passed since was dispensable? Absolutely not. For it to be realized, this entire project had to unfold in time – to be put down on paper, shaped, inspected, reshaped and eventually gain its own independent realization in the form of a book.

Above, I used the phrase, ‘I had in mind’. Like so many other linguistic expressions, this one too is misleading. It is, of course, not the case that I had an idea in my mind and had to put it down on paper. I should perhaps have used an expression such as, ‘I sense that something was the case’ or ‘I intuited’. The subsequent long process of reflection and writing was a process of crystallization whereby the insights and intuitions differentiated and gained shape and form. Thus they were invested with real existence, and as such served as scaffolding for the further writing of the book. As the writing progressed, it was more and more like working on a painting on canvas. More than expressing ideas, I was manipulating objects out there in the world – the words on the computer screen. Once this book is complete, when it is printed on paper and bound, its existence will no longer depend on me. When read, the text will then serve as a basis for further interpretation.

